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Abstract—In vivo wireless nanosensor networks (iWNSNs)
consist of nanosized communicating devices, which can operate
inside the human body in real time. iWNSNs are at the basis of
transformative healthcare techniques, ranging from intra-body
health-monitoring systems to drug-delivery applications. Plas-
monic nanoantennas are expected to enable the communication
among nanosensors in the near infrared and optical transmission
window. This result motivates the analysis of the phenomena
affecting the propagation of such electromagnetic (EM) signals in-
side the human body. In this paper, a channel model for intra-body
optical communication among nanosensors is developed. The
total path loss is computed by taking into account the absorption
from different types of molecules and the scattering by different
types of cells. In particular, first, the impact of a single cell on
the propagation of an optical wave is analytically obtained, by
modeling a cell as a multi-layer sphere with complex permittivity.
Then, the impact of having a large number of cells with different
properties arranged in layered tissues is analyzed. The analytical
channel model is validated by means of electromagnetic simula-
tions and extensive numerical results are provided to understand
the behavior of the intra-body optical wireless channel. The result
shows that, at optical frequencies, the scattering loss introduced
by cells is much larger than the absorption loss from the medium.
This result motivates the utilization of the lower frequencies of the
near-infrared window for communication in iWNSNs.
Index Terms—Intra-body channel modeling, nanonetworks,

plasmonic nanoantenna, wireless nanosensor networks.

I. INTRODUCTION

N ANOTECHNOLOGY is enabling the development of
novel nanosensors, which are able to detect new types of

events at the nanoscale with unprecedented accuracy. In vivo
nanosensing systems [1], which can operate inside the human
body in real time, have been recently proposed as a way to pro-
vide faster and more accurate disease diagnosis and treatment
than traditional technologies based on in vitro medical devices.
Unfortunately, the sensing range of each nanosensor is limited
to its close nanoenvironment and, thus, many nanosensors are
needed to cover significant volumes. Moreover, an external
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device and the user interaction are necessary to read the actual
measurement. By means of communication, nanosensors will
be able to autonomously transmit their sensing information in a
multi-hop fashion to a common sink, react to instructions from
a command center, or coordinate joint actions when needed.
The resulting in vivo wireless nanosensor networks (iWNSNs)
will enable smart health-monitoring and drug-delivery systems,
among many others [2].
For the time being, there are several wireless technologies that

could enable the communication between nanosensors. Among
others, molecular communication, which is based on the ex-
change of molecules to transmit information, is currently being
thoroughly investigated [3]. This mechanism is naturally used
by cells to exchange information and coordinate their actions,
and could be enabled by means of synthetic biology. However,
the very low achievable data rates in molecular communications
[4] could drastically limit the usefulness of nanosensor networks.
At the same time, information-carrying molecules could result in
interference with the naturally-occurring processes to be sensed.
Another very relevant technology is the utilization of ultrasonic
communication, based on the utilization of very high frequency
acoustic waves [5]. However, for the time being, the size and
power limitations of ultrasonic acoustic transducers pose a major
challenge in their integration with biological nanosensors.
From the electromagnetic (EM) perspective, the miniaturiza-

tion of a conventional metallic antenna to meet the size require-
ments of a nanosensor results in very high resonant frequencies,
in the order of several hundreds of terahertz (THz or Hz).
At such frequencies, metals do not behave as perfect electric
conductors, but exhibit a complex conductivity. This enables the
propagation of confined electromagnetic modes at the surface of
the antenna, which commonly referred to as surface plasmon po-
lariton (SPP) waves. Starting from this phenomenon, novel plas-
monic nanoantennas for wireless communication among nan-
odevices have been recently proposed. Among others, in [6], [7],
the concept of graphene-based plasmonic nanoantennas for ter-
ahertz-band (0.1–10 THz) communication was first introduced.
Similarly, in [8], [9], the concept of plasmonic nanoantennas for
near infrared and optical frequencies based on noble metals and
metamaterials is thoroughly discussed.
The possibility to wirelessly interconnect nanosensors de-

ployed inside and over the human body using plasmonic
nanoantennas enables many bio-nanosensing applications but, at
the same time, introduces multiple challenges. For example, the
propagation of THz-band waves inside the human body is drasti-
cally impacted by the absorption of liquid water molecules [10],
[11]. THz-band radiation is not ionizing, i.e., it cannot damage
the molecular structure of any biological entity. However, it
can induce internal vibrations in different types of molecules,
including liquid water molecules. The friction resulting from
this vibration generates heat, which could eventually result in
biological tissue damage due to thermal effects. Alternatively, it
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is well known that the absorption from liquid water molecules
is minimal in the so-called optical window, roughly between
400 THz and 750 THz [12]. In fact, plasmonic nanodevices at
optical frequencies have already been utilized in several in vivo
applications [13], [14].
Motivated by this result, we advocate for the use of the

optical window for intra-body wireless communication among
nanosensors with plasmonic nanoantennas. Besides water, how-
ever, there are multiple phenomena that affect the intra-body
propagation of EM waves, which cannot be captured with
traditional channel models for lower frequency communication.
For example, in classical channel models, the human body is
modeled as a layered material with different permeabilities and
permittivities [15]. However, from the nanosensor perspective,
the body is a collection of different types of elements, such
as cells, organelles, proteins, and molecules, with different
geometry and arrangement as well as different electromagnetic
properties. While the optical properties of some of these el-
ements have been broadly analyzed [16]–[18], these studies
are mostly valid only when a large area (in terms of the wave-
length) is illuminated. Unfortunately, this is not the case when
plasmonic nanoantennas are utilized.
In this paper, we develop a channel model for intra-body op-

tical communication in iWNSNs. In particular, we derive amath-
ematical framework to compute the channel path loss by taking
into account the absorption from different types of molecules
and the scattering by different types of cells. First, we analyze
the impact of a single cell on the propagation of an optical wave
generated by an electric nanodipole. For this, we model a cell as
a multi-layer sphere with different complex permittivities. The
scattered field coefficients are derived and a new T-matrix for the
multi-layer cell is found. After that, several important properties
of the cell is discussed, such as forward scattering, absorption
cross section and scattering cross section, among others. Then,
we analyze the impact of having a very large number of cells with
different electromagnetic properties arranged in layered tissues.
Based on the characteristics of the cell, a simplifiedmultiple scat-
tering model is applied to find the electric field intensity. Finally,
the channel performance in terms of path loss is discussed.
The reminder of this paper is organized as follows. The

details on the single cell analytical model are provided in
Section II. Numerical results are then provided to understand
the impact of different biological entities on the signal prop-
agation. Next, the multiple scattering model is developed and
validated in Section III. After that, the intra-body channel path
loss derivation and channel performance analysis are provided
in Section IV. Finally, this paper is concluded in Section V.

II. RADIATION SOURCE AND SINGLE CELL MODEL

For our frequency range of interest, i.e., the near-infrared and
optical transmission window, the wavelength is in the order of
several hundred nanometers. As a result, on the one hand, the
impact of molecules, proteins, and other nanometric entities is
well captured by global or macroscopic magnitudes, such as the

complex permittivity, which results in the well-known absorp-
tion loss [16]–[18]. However, on the other hand, the impact of
relatively large entities, such as different types of cells, needs
special consideration. Compared to existing works on optical
signal propagation in biological tissues [16]–[18], the illumina-
tion area from a single nanoantenna is much smaller than that of
an external macroscopic laser. Therefore, we need to take into
account the impact of individual cells. In this section, we first
investigate the influence of a single cell on the propagation of an
optical wave radiated by an electric nanodipole [9], [19]. Then,
the developed model is validated by FEM simulation and elec-
tromagnetic properties of a cell are discussed.

A. Spherical Wave Expansion of Plasmonic Nanoantenna

The radiation source is an optical plasmonic nanoantenna,
which is modeled as an electric dipole [8]. The radiated electro-
magnetic fields by the antenna can be written as [20],

(1)

where is the input current, is the antenna length, ,
is the permeability, is the permittivity, , is the

angular frequency, , and is the distance from the
origin. Time-dependent is assumed in this paper. The radi-
ated fields by an electric dipole antenna is mode which can
also be expressed in vector spherical wave functions (VSWFs).
By using the spherical wave expansion in the Appendix, (1) can
be rewritten as,

(2)

where is from 1 to infinity, is from to , is the
maximum value of the order and the way to find the optimal

will be discussed in next subsection, is ex-
pressed in (3), at the bottom of the page, where stands for
transpose, denotes that is the origin of the spherical
coordinates, and is the radial vector from the origin to a
point. For instance, in Fig. 1, we have two sets of spherical co-
ordinate system: for the antenna, is the origin; for the cell,
is the origin. To denote an observation point , we can either
use , where , or , where .
By substituting with in (3), we can ob-
tain the expression of . Note that is a row
vector with three elements: [ , , ]. Since and

are only determined by the coordinates, if in the same
coordinate system, in mathematical deductions we can neglect
them and only keep the coefficients . The superscript 3 in

(3)
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Fig. 1. Illustration of the dipole antenna and spherical cell with three layers.

and stands for the traveling wave radi-
ated from the antenna, and is a row vector with
elements, where the element is 1 and all other
elements are 0.

B. Single Cell Model

In this part, we look at the impact of a single cell on the
wave propagation. The cell is modeled as a spherical shell (the
cell membrane) filled with cytoplasm. Although the spherical-
cell model is widely used in biomedical research [16]–[18]], the
shape of the cell is not necessarily spherical and the position of its
nucleus may not be the cell center [21]. In this paper, we consider
the simplified spherical cell model to provide a tractable and
analytical solution to focus on more critical intra-body channel
parameters, including size, density, and complex permittivity of
each type of cells as well as the surrounding medium.
According to classical scattering theory, the scattered field by

a sphere can be derived by using Mie scattering theory [22]. The
scattered field can be expressed by the product of T-matrix
and the incident field , i.e., . However, since
we consider the cell is multi-layer, the conventional T-matrix,
which only considers a single layer sphere, does not work here.
Thus, the T-matrix should be rederived. Firstly, we express the
antenna radiated field in the cell's spherical coordinate. Then,
considering it as the incident field, we find the scattered field by
enforcing boundary conditions. As a result, the T-matrix can be
derived.
1) Incident Field: Equation (2) is formulated in the coordi-

nate whose origin is the center of the antenna.Whenwe derive
the T-matrix for a sphere, we shouldmove the origin to the center
of the sphere . The translational addition theorem for vector
spherical wave functions [23] is utilized to do so. According to
[23], [24],

(4a)
(4b)

where and are translational matrices with dimension
, is related to ,

where is the distance between and . If is large,
we have to use higher to maintain the accuracy [25]. The
detailed expression for and can be found by refer-
ring to [24]. Ideally, should be from 1 to infinity to exactly
express the field at a point. However, due to the high computa-
tion burden, we have to truncate at a certain order where the
result can converge to the precise value. can be approx-
imated by . In this paper, the cell size is around 2 times
larger than the wavelength and the distance between cells and
the antenna can be several thousands of wavelength. As a result,
a large truncation order should be applied.

In our scatteringmodel, we define that the near region is where
we can use the exact model to calculate the radiated field, and
the far region is where we consider the radiated field from the
antenna (scatter) is a plane wave. The exact model using transla-
tional addition theorem considers all the modes of the wave. On
the contrary, by considering the propagating wave in the far re-
gion is a plane wave, we reduce the mode number by eliminating
some unimportant modes. The longer the distance between the
source and the scatter, the fewer dominantmodes. In this way, the
computation burden can be significantly reduced. The boundary
between the near region and far region is set as a variable . If
we need high accuracy, the boundary should be far away from
the source. In contrast, if we want to sacrifice the accuracy to re-
duce the computation time, this boundary can be relatively close
to the antenna.

a) Near region transform: In order to make our analysis
more succinct, (4) can be written in matrix form, which is

(5)

where the matrix consists of the translational coeffi-
cients. Note that the left most item in (5) is the same as the right
most item in (2). Therefore, (2) can be rewritten as

(6)

In this way, we formally transform the radiated spherical wave
from the antenna's coordinate (origin ) to a cell's coordinate
(origin ).

b) Far region transform: Intuitively, the wave in front of
the spherical wave in the far field can be regarded as a plane
wave. Both and consist of the second
kind of spherical Hankel function (see Appendix). In the
far field, . If is large, within a small
range (much smaller than ) the spherical wave can be regarded
as a plane wave. Suppose that the distance between the antenna
and a cell is larger than the threshold distance and the in-
coming wave can be regarded as a plane wave. The electric field
at the center of a cell can be calculated by using (2). Then we can
obtain the magnitude of the electric field and decompose it into
Cartesian coordinates, i.e., , where
the origin of the Cartesian coordinates is the center of the cell.
Once we have the magnitude of the plane wave, the next step

is to find the propagation direction of the equivalent plane wave.
The direction is perpendicular to the plane formed by electric
field and magnetic field. The direction of the electric field
can be found from (2), while the magnetic field is linked with
electric field by Maxwell equations.
Finally, the direction of the plane wave is

, where and
denote the direction of the incoming wave. By rearranging the
plane wave's expression in [22], we can obtain

(7)

where and are the components of in direction
and ; the dimension of and is
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columns and 2 rows, and a column with order
can be written as

(8)

(9)

2) T-Matrix for Single Sphere: By taking a close look at (6)
and (7), we can find that both the near region and far region
expressions have the same right most item which is only deter-
mined by the cell's spherical coordinate. All other items can be
regarded as coefficients which are determined by the relative po-
sition of the cell and the antenna. Therefore, when deriving the
T-matrix, we can consider the near region's and far region's in-
coming field have the same format but different coefficients. The
spherical cell shown in Fig. 1 is considered as a typical red blood
cell, which consists of three layers: the first layer corresponds to
the cytoplasm in cell with complex permittivity and radius
; the second layer is the hemoglobin with permittivity and

radius ; and the third layer is the cell membrane (primarily
fat) with permittivity and radius . The propagation medium
surrounding the cells is the intercell cytoplasm with permittivity
. Since biological cells are not magnetic, the permeability of

the cell and the medium are set as the same as vacuum which
is [26]. Therefore, the corresponding wavenumbers , ,
and are solely determined by the complex permittivity of each
layer and the propagation medium.
Generally, the solution to Maxwell equations in spherical

structure are the spherical Bessel function, spherical Neumann
function, and spherical Hankel function. The former two func-
tions can represent standing waves and the last one can denote
propagating waves. Also, due to the singularity of spherical
Neumann functions, at the origin of the coordinates, the standing
waves can only be expressed by spherical Bessel functions.
Thus, the electric fields in each layer of the cell (center is )
are summarized as follows:

(10a)

(10b)

(10c)

(10d)

where stands for the electric field in the th layer and
is the scattered electric field. The row vectors from to
contains the unknown coefficients for the wave functions which
need to be found by enforcing boundary conditions. The dimen-
sion of each unknown vector is .
For a cell we have 3 boundaries and 12 unknown vectors.

The T-matrix is formed by and . We can find the un-
known coefficients by enforcing boundary conditions which are
the continuity of and [22]. Specifically, on each

boundary, we need to guarantee the continuity of and
for both electric field and magnetic field. As a result,

we have 4 equations for each boundary and totally 12 equations
to find those unknown vectors.
Fortunately, the electric field expansion in (10) can be fur-

ther simplified since it can be written in a general form:
, where is the spherical Bessel, Neumman, or

Hankel functions, which depends on the layer, is the asso-
ciated Legendre function, and is . Due to the symmet-
rical structure of the sphere, for a point on a boundary, and

are the same in the two layers. As a result, the boundary
conditions are only determined by . Referring to Appendix,
the spherical Bessel, Neumman, or Hankel functions are only de-
termined by order . Therefore, only order is considered when
calculating the unknown coefficients. Since is from 1 to ,
we have equations for boundary conditions.
After balancing the boundary conditions, we can obtain the

equation for the th order

(11)

where is the matrix provided at the bottom of the next page,
is the th order unknown coefficients whose transpose is

shown in an equation at the bottom of the next page, and is
the incident field. It should be noted that is only determined
by the cell. For a spherical function ,
where the prime symbol denotes derivative.
According to our previous discussion, the incident field can

be expressed in a general way. Here we remove the coefficients
and keep the spherical vectors. In other words, the magnitude of
the incident field has been normalized, i.e., only and

are considered and their coefficients are normalized
as 1. In the end, the removed coefficients will be multiplied with
the T-matrix to find the scattering coefficients. As a result, the
transpose of can be written as

(14)

Based on , , and (11), we use Gaussian elimination to
find the unknown coefficients from to . We
cannot use the inverse of to find the unknown coefficients,
since this matrix is almost singular (the value of spherical Hankel
function is much larger than that of spherical Bessel function).
Once we have and , the T-matrix can be written as

(15)

is a diagonal block matrix with dimension .
3) Single Sphere Model: Consider the scenario illustrated in

Fig. 1, the electric field at any point outside of the cell can be
written as

(16)

where is the distance between and . Note that in (16),
since the expression for antenna and cell are in different coordi-



GUO et al.: INTRA-BODY OPTICAL CHANNEL MODELING FOR IN VIVOWIRELESS NANOSENSOR NETWORKS 45

TABLE I
RELATIVE PERMITTIVITY VS WAVELENGTH [12], [27], [28]

nates, their vector spherical wave functions are different. In other
words, vectors , and are different directions in the two coor-
dinates. Therefore, we cannot simply add together the spherical
vector wave functions. In this paper, we first convert the results
into the same Cartesian coordinates, whose origin is the obser-
vation point, then sum them up. The same method is applied in
the following analysis.

C. Numerical Analysis

In this subsection, the theoretical model is validated by using
COMSOLMultiphysis. The parameters utilized in FEM simula-
tion is the same as those in theoretical model. Despite the model
is general, we particularize it for the specific case of having
a nanosensor transmits to another nanosensor inside a blood
vessel. The blood vessel is modeled as a medium containing
cytoplasm and red blood cells. Since the propagation medium
is dispersive, with different frequency, the relative permittivity
are different for cytoplasm, fat, and hemoglobin. The detailed
wavelength and corresponding permittivity are provided in
Table I. Also, in order to model the inhomogeneous environment
inside vessel, we consider three different sizes since cells may
change their size due to biochemical process. The detailed sizes
are presented in Table II, and the superscripts , , and stand
for small size, medium size, and large size, respectively. Note
that, in order to reduce the computation burden, we consider
relatively smaller size than real red blood cells.

TABLE II
SIMULATION PARAMETERS

1) FEM Simulation: In simulation, the distance between the
antenna and the cell is set as . In the numerical cal-
culation, we set as 30. The antenna is considered to be a
unit dipole, i.e., , where is the input current and is the
antenna length. The single cell simulation model in COMSOL
Multiphysics is displayed in Fig. 2. The cell is located at the
center of the simulation space which is enclosed by a perfect
matched layer (PML). The PML is utilized to mimic the infi-
nite environment and its thickness is half wavelength. The sim-
ulation in Fig. 2 is conducted with wavelength 450 nm and the
cell is medium size. In the following, without specified notation,
we use the medium size for the cell. In the numerical analysis,
the wavelength is set as 450 nm, 500 nm, 800 nm, and 850 nm
and the field intensity is provided in Fig. 3. The x axis is mea-
sured in scale (450 nm) in order to show the dimension more
clearly. The electric field is calculated along y-axis from the
antenna to the observation point. The developed model agrees
with the FEM simulation which proofs that the model is accu-
rate enough. Note that, 450 nm has larger field intensity than
850 nm in Fig. 3. The radiated power by a dipole antenna can be
written as . Hence, since we provide them
the same dipole moment, the shorter wavelength has larger radi-
ated power, which results in a strong field intensity. In order to
make a more fair comparison, we provide them the same radi-
ated power and plot the field intensity in Fig. 4. As we can see,
in between the cell and the antenna, the curves are overlapped
and after the cell, 450 nm has relatively smaller electric field in-
tensity when compared with the field intensity in Fig. 3.
2) Effect of Cell Position: In order to show the effects of ob-

servation point, the total electric field intensity after the cell is
computed. The wavelength is continually increased from 450

(12)

(13)
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Fig. 2. Electric field intensity (V/m) of single cell: COMSOL Multiphysics
simulation model.

Fig. 3. Field intensity (V/m) for antenna and single cell (same dipole moment).
is the center of the cell.

Fig. 4. Normalized field intensity (V/m) for antenna and single cell (same ra-
diation power). is the center of the cell.

nm to 1000 nm, i.e., the optical window. The antenna and cell
configuration is still the same as that in Fig. 3 and we use the
same dipole moment for all the wavelength. In Fig. 5, the obser-
vation point is gradually moved from to
on the y-axis in Fig. 1, where is the distance to the center of
the cell. The results can be interpreted from two aspects: 1) for
long wavelength, i.e., 700 nm to 1000 nm, since the cell size is
relatively small when compared with the wavelength, the scatter
has relatively weak influence on field propagation which results
in small fluctuation on field magnitude. Therefore, the scattered
field is not strong and the dominant field is still from the antenna;
2) for short wavelength, i.e., 450 nm to 650 nm, the size of the

Fig. 5. Impact of observation point on field intensity (V/m).

Fig. 6. Polar plot of field intensity, distance from cell center is . (a) 450
nm; (b) 850 nm.

cell is relatively large for the propagating field. Thus, the elec-
tric field suffers from high scattering and the cell can greatly af-
fect the field propagation. If we change the observation point,
the field magnitude has high fluctuations. Another interesting
finding is that the short wavelength field decreases much faster
than the longwavelength field after the cell. The reason can be at-
tributed to the forward scattering which can significantly change
the field intensity. When , the big drop at 500 nm for
large cell is due to the strong scattering. As the distance of the
observation point increases, this fluctuation disappears.
3) Forward Scattering: Referring to Fig. 2, below the cell

there is a strong field region. In order to elucidate the physics
better, we consider the electric field separately, i.e., the total field
consists of the antenna radiated field and the scattered field from
a cell. The electric field intensity is calculated on y-z plane in
Fig. 1 from to with . As
shown in Fig. 1, the antenna is located on the left side of the cell

. We define the positive -axis as the for-
ward direction. Without loss of generality, we consider the short
wavelength is 450 nm and long wavelength is 850 nm. Also, the
electric field is normalized by the largest total field intensity, i.e.,
the maximum field intensity in each figure is normalized to be 1,
in order to show the relation better. As depicted in Fig. 6, most
of the electric fields are forwardly scattered. Also, behind the
cell, the total field is almost the same as the field radiated from
antenna which means the cell does not affect the electric field
intensity behind it. On the contrary, the forward scattered field
has either strong constructive or destructive impacts on the field
intensity.
In addition, according to Henyey-Greenstein Phase Function

[30] , where
for the considered cells, is the forward direction,
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and denotes the amount of photons travel in direction,
when this function has the maximum value, i.e., forward
scattering. Referring back to Figs. 3 and 4, at the end of the cell
there are fluctuations, which are due to the forward scattering.
On one hand, the radiated field by the antenna decays gradually.
On the other hand, the forward scattering greatly increases the
field intensity at the end of the cell. Thus, there is a region in
between where the field intensity is small. Outside the cell, first
the scattered field intensity is dominant. After that, the radiated
field from the antenna becomes significant. Therefore, there is a
transition which also causes fluctuations.
4) Effect of Cell Size: In Fig. 7, the effect of cell's size is in-

vestigated. The same as the discussion for medium size cell in
Fig. 5, the small size and large size cells are considered and the
observation point is changed continuously from to
along y-axis from the center of the cell. For the large cell, there
is strong fluctuation on field magnitude for all the wavelengths.
While for small cell, the magnitude is more stable. The same as
previous discussion, for the large cell, the wavelength is smaller
when compared with the cell size. Hence, for the considered fre-
quency band, the field suffers from high scattering. For the small
cell, since the wavelength is relatively larger than its size, there-
fore, the scattering does not have strong impact.
5) Cross Sections: In order to provide more insights, we cal-

culate the scattering and absorption cross sections of the consid-
ered cell with small, medium and large size. According to [22],
the normalized scattering cross section can be expressed as

(17)

and the normalized extinction cross section is

(18)

where is the scattering cross section, is the extinction cross
section, is the geometry cross section, and de-
notes the real part of a complex number. Note that there is a
negative sign for , since we use the second kind of spher-
ical Hankel function instead of the first kind. The normalized
absorption cross section can be written as . The
scattering and absorption cross sections are plotted in Fig. 8. Ob-
serve that the scattering cross section is decreasing as the wave-
length increases, which agrees with previous discussions. Also,
we find that the absorption cross section has a minimum value
around 700 nm and it agrees with the absorption of hemoglobin
as shown in Fig. 9, which occupies large space in a cell and has
large conductivity.Moreover, the larger size of the cell, the larger
absorption and scattering cross sections.
In order to validate our results, we compare with the scattering

coefficient and absorption coefficient for whole blood re-
ported in [29]. The relation between the scattering and absorption
coefficients and the corresponding cross sections can be written
as [31] , where is the number of cells
in volume . Therefore, and are linearly related. As
shown in Figs. 8 and 9, the absorption coefficient and scattering
coefficients agree with the corresponding cross sections. How-
ever, there are still some differences due to the shape, size, ma-
terials, biochemical effects, among others.

III. MULTI-CELL MODEL

In this section, the effects of multi-cell scattering on EM field
propagation are discussed. Due to the large numbers of cells and

Fig. 7. Effect of cell’s size.

Fig. 8. Scattering and absorption cross sections for one cell with small,
medium, and large size.

Fig. 9. Scattering and absorption coefficients for whole blood [29].
Hb stands for hemoglobin.

their relatively large size, we have limited computation capa-
bility. Hence, the discussion is divided into two parts. One fo-
cuses on depth and the other one focuses on breadth. For the
depth model, we consider the cells are aligned on a chain. For
the breadth model, we consider there aremultiple cells on a plane
and several planes form a three dimensional lattice.

A. Chain Model

In this model, the long distance field propagation is consid-
ered. As depicted in Fig. 10, N cells are
placed along a line with mutual interval . The distance be-
tween the antenna and the first cell is . Due to multiple



48 IEEE TRANSACTIONS ON NANOBIOSCIENCE, VOL. 15, NO. 1, JANUARY 2016

Fig. 10. Illustration of a chain of spherical cells.

scattering, the incident field on a cell consists of the field from
the antenna and the fields scattered from all other cells. Note that
those scatters can be regarded as an antenna (radiation source)
and the aforementioned approach for single cell can be directly
applied by using the scattered field coefficients instead of the an-
tenna's coefficients. Therefore, the scattered field from cell can
be written as

(19)
In (19), the origin of the coordinate is cell 's center. We only
keep the scattering coefficients and the VSWFs are neglected to
simplify the analysis.
In (19), is determined by the relative positions

and is determined by the antenna. Thus, only
are to be identified. We can write N such equations

and solve them simultaneously. In the previous section, we ob-
serve that the scattered field from a cell is mostly forward. Hence,
only the forwardly scattered field is considered on this chain and
(19) can be simplified as

(20)

Furthermore, if the distance between the source and the scatter
is longer than (threshold between near region and far region),
the incoming field for the scatter is regarded as a plane wave.
Therefore, (20) can be further developed as

(21)

where is the radiated field from antenna, is the number
of cells within , and and are the incoming angles of the
scattered field from cell . Once the scattered field coefficients
are determined for each cell, the electric field at any point can
be calculated by adding together all the scattered fields and the
radiated field from the antenna,

(22)

B. Chain Model Validation

The developed model is validated by using COMSOL Multi-
physics. Due to the limitation of the software's computation ca-
pability, we consider N is three and measure the electric field
intensity along the axis of the chain. is set as
and is . Without loss of generality, the wavelength is set
as 450 nm. Also, is which means all the three cells and
the antenna are considered as in the near region of each other.
As shown in Fig. 11, the developed models matches well with

Fig. 11. Electric field intensity distribution for three cells along the chain.

Fig. 12. Electric field intensity (V/m) of chain model, FEM simulation in
COMSOL Multiphysics.

the FEM simulation. More importantly, even the backward scat-
tered field is neglected here, we can see the developed model is
still accurate enough when compared with the full-wave simu-
lation. Thus, the assumption in the previous section is validated
here. Also, a more straightforward illustration of the scattered
field intensity on the 2D plane that contains the cells is shown
in Fig. 12. As we can see after each cell, the strongest scattered
field is around the forward direction which can also validate our
assumption. In addition, since we use an approximation in the far
region, we set as which means if the distance between two
cells are larger than the wave is regarded as a plane wave.
As a result, the radiated field by the antenna is considered as
a plane wave for the third cell. The proposed method is evalu-
ated in Fig. 13. We can see some fluctuations inside the third cell
due to some neglected modes in the plane wave. However, out-
side the cell, the approximation is still accurate enough. Since
the prerequisite of the assumption is that the cell is far from the
scattering source, we can foresee that as the distance increases,
the fluctuations will become smaller and smaller.

C. Three Dimensional Lattice Model

The three-dimensional lattice model consists of planes and
each plane has rows and columns, as shown in Fig. 14.
The horizontal interval , vertical interval and the interval
between two planes are the samewhich are set as . Note that
several planes can form a layer and different layers may have dif-
ferent kinds of cells. To make the model more realistic, the odd
number rows's x coordinates are larger than those of the
even number rows. The size of the cell is mediumwhich was pro-
vided in Table II. The cells are labeled from left bottom to right



GUO et al.: INTRA-BODY OPTICAL CHANNEL MODELING FOR IN VIVOWIRELESS NANOSENSOR NETWORKS 49

Fig. 13. Electric field intensity distribution for three cells with plane wave
approximation.

Fig. 14. Three-dimensional model.

top and plane by plane in sequence. In a 3D structure, the cells
are connected bymultiple scattering. As in the previous analysis,
we neglect the weak connections and only keep the forward scat-
tered field which has been proofed to be an efficient way. First,
we find the neighbors of a cell which are within the distance
from the center of the cell. In the set of the neighbors, we find
out the one which is the closest to the antenna. This cell is re-
garded as the parent of this cell. Once we find the parent for all
the cells, we trace back to find the ancestors of each cell. In par-
ticular, we find the cell's parent, then we find the parent's parent,
so on and so forth until we reach the antenna. Those ancestors
are divided into two groups: cells in the near region and cells in
the far region. As before, for the near region group we use trans-
lational addition theorem, and for the far region group we use
plane-wave approximation. Once the scattered field coefficients
for each cell is found, we can add the VSWFs to these coeffi-
cients and find out the field intensity at any point. The same as
previous sections, before adding all the scattered field together,
we have to covert the field from different spherical coordinates
into a common Cartesian coordinate.

IV. INTRA-BODY CHANNEL CHARACTERISTICS
Since the inhomogeneous intra-body environment consists of

complicated cells, there are many factors which can affect the
field propagation. In this part, we provide the path loss and op-
timal operating frequency for optical wave in intra-body envi-
ronment. Then, the effects of antenna radiation, cell position, and
layered medium are investigated.

A. Channel Path Loss

In the following analysis, we use path loss as a metric for
signal propagation loss. First, we briefly review the path loss
definition and introduce the approach we adopted. The received
power at a distance from the transmitting antenna can be
approximated by where
is the received power at a close-in reference point in the far field
region of the transmitting antenna with distance [32], and

is the antilogarithm of path loss from to . Ac-
cording to [32], by relating power to the electric field radiated
by the antenna, the received power can also be expressed
by , where is the electric field in-
tensity at a distance from the transmitting antenna, is the
aperture of the receiving antenna. In the following, we consider
the maximum antenna effective aperture that is . We can
obtain

(23)

The derived path loss is based on a reference point
. Also, the path loss can be defined as the received power over

radiated power ratio. In this way, the antenna's performance is
included in the wireless system, which is more practical. The
path loss can be updated as

(24)

We set as for , and increase the wavelength from
450 nm to 1000 nm gradually. First, to reduce the computation
burden, we consider the chain has 20 cells and the mutual inter-
vals are set as , , and . As shown in Fig. 15, the wave-
length larger than 700 nm suffers from lower loss. As discussed
in Section II-C5, the scattering loss is small at long wavelength.
Meanwhile the absorption loss is low and it has a minimum value
around 700 nm, the scattering loss is much larger than the absorp-
tion loss. Therefore, the dominant loss is from scattering. As a
result, the longer wavelength has better performance. Also, we
can see when using the radiation based path loss, the long wave-
length has even lower loss, since the long wavelength antenna
has larger antenna aperture thanks to the larger space it occupied
to achieve resonance. However, even the results suggest the long
wavelength, due to the size constraint in human body, we should
strike a balance between the antenna efficiency and antenna size,
which is mainly determined by the application.
Next, we increase the number of cells from 5 to 100 with step

5. The interval is kept as . We consider three wavelengths: 450
nm, 700 nm, and 850 nm. As shown in Fig. 16, in the near region,
there is almost no difference for the three wavelengths, since the
propagation loss is not obvious. In the far region, the 700 nm
and 850 nm achieve much lower path loss than 450 nm. When
we consider the radiation power based path loss, the difference is
more obvious. Regarding the absorption of blood in different fre-
quencies, we could see that it follows the behavior of hemoglobin
rather than cytoplasm, as it can be seen in Fig. 9. The absorption
of hemoglobin in our range of study (wavelengths of 450 nm
to 1000 nm) is almost four orders of magnitude higher than the
values for water and it plays the main absorbing role in blood.
Most of existing works are dealing with blood as a homogenous
medium. However, when modeling the communication channel
between tiny nanomachines floating inside the blood, we con-
sider the blood as a fluid and a couple of obstacles which are the
blood cells. The benefit of themodel proposed in this paper is that
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Fig. 15. Path loss for a chain with 20 cells.

Fig. 16. Path loss for a chain with 100 cells.

it can calculate the field after passing even just one cell which
helps model the channel for communication between nanoma-
chines. In that case, the optimal frequency would be around or a
little larger than 700 nm as mentioned before in Section II. This
is mainly because the transmitter node would emit light inside
the cytoplasm, the light passes through a couple of cells and then
is being received at the receiver point. Therefore from nanoma-
chines point of view, the EM wave propagates mainly through
cytoplasm and on its way to the receiver it observes some obsta-
cles which are mostly red blood cells. Moreover, to be able to
see the effect of the cells (in range of micrometers) we should
have a wavelength of hundreds of nanometers.

B. Breadth Effect

The plasmonic nanoantenna is small when compared with a
cell. Hence, it can only illuminate a small area. As a result, there
is no need to consider a large area on a plane. In this part, we
gradually increase the number on a plane to see how many we
need to consider. In order to investigate the radiation breadth ef-
fect of the optical antenna, we keep the plane number as 3 and
change the row and column number from 3 to 9 and the step is 2.
Then we measure the electric field intensity at .
The corresponding electric field intensity are ,

, , and . The
results are almost the same which further proves that the scat-
tering is mostly forward and the impact on adjacent region can
be neglected. Hence, in the following analysis, we consider that
on each layer there are 3 by 3 cells.

Fig. 17. Three-dimensional model frequency response.

C. Cell Position Effect

In previous discussions, cells' positions are fixed. However, in
a more realistic scenario they could be random. In order to inves-
tigate the random position effect on optimal frequency, we first
find the frequency response of path loss for cells with determined
position as shown in Fig. 14 for a comparison. Then we consider
the cells have random positions. For the former scenario, the lat-
tice is formed by cells and the path loss is calculated at (0,

, 0). The wavelength is gradually changed from
450 nm to 1000 nm with a step 50 nm. As depicted in Fig. 17,
the wavelength longer than 700 nm performs better. Note that
in three dimensional model, the cells are not on a chain due to
the position shift discussed in Section III-C. Also, since we con-
sider the near region, the loss due to propagation is not obvious.
Referring to Figs. 4 and 5, the multiple scattering incurs some
fluctuations on the magnitude of the electric field intensity. For
the radiation power-based path loss, the long wavelength still has
better performance due to the antenna's high efficiency.
As shown in Fig. 14, each cell occupies space

and it is located in the center of a cube since we consider
. Now, we consider the cell's position is no longer

fixed and its center's Cartesian coordinates become
, where is uniformly

distributed in (0,1). We set the lattice the same as the regular
position case and calculate the mean value of the path loss. As
shown in Fig. 17, even if the positions are deviated, the trend
of the path loss is still similar. Therefore, even the well aligned
model is ideal, and it does not affect the result too much.

D. Field Propagation Among Cells With Layered Structure

All the analyses above consider that the communication range
of a plasmonic nanoantenna is very small as well as that all the
cells are identical, i.e., exhibit the same properties. However, in
real intra-body environment, especially on the boundary of two
layers, the cells are quite different in size, structure, material,
among many others. Due to the limited space and complicated
intra-body environment, we cannot pay our attention to all kinds
of cells. However, the developed model in this paper is general.
For instance, if the cell only has a single layer (membrane), we
find the updated T-matrix for it and follow the same procedure
to obtain the results. Furthermore, if the cell size is much larger
than what we considered here, we can increase the truncation
order to continue the computation.
In Fig. 18, we consider the field propagates in a two-layered

structure. Each layer is constructed by 4 planes and on each plane
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Fig. 18. Path loss in layered structure.

there are 3 by 3 cells whose locations are the same as previous
fixed position discussions. First, layer 1 is the large-size cell and
layer 2 is the small-size cell. Then, we consider layer 1 is the
small-size cell and layer 2 is the large-size cell. The detailed
configuration for the two kinds of cells are provided in Table II.
As shown in the figure, the wavelength longer than 700 nm still
achieves much better performance, especially when we consider
the radiated power-based path loss. In addition, there is no signif-
icant difference for the propagation direction. The two scenarios
have similar performance. When comparing with the result in
Fig. 17, the path loss is a little higher. The reason is that the large
cells absorbs more power and the electric field experiences more
scattering when penetrating the inhomogeneous medium.

V. CONCLUSIONS
Nanosensing technology is a promising solution to provide

faster and more accurate disease diagnosis and treatment inside
the human body. Metallic plasmonic nanoantennas enable
wireless communications among intra-body nanodevices at
near-infrared and optical frequencies. However, there are sev-
eral phenomena that challenge the propagation of EM waves
inside human body, ranging from the absorption by molecules
to the scattering by cells, whose size is comparable to that
of the nanodevices. In this paper, a rigorous channel model
is developed to understand the intra-body channel behavior
as well as to provide insights for the design of iWNSNs. In
particular, we have first derived the field intensity distribution
around a single cell and analyzed the cell's scattering properties.
Then, we extend our discussion to a more realistic scenario
with multiple cells. Our models have been validated by means
of extensive electromagnetic simulations. The results show that
the propagation of EM waves at optical frequencies inside the
human body is mainly affected by the scattering from cells.
The impact of scattering could be reduced by moving to lower
frequencies, i.e., 700 nm to 1000 nm, but this would introduce
several challenges. On the one hand, as we reduce the system
frequency and approach THz-band frequencies (0.1–10 THz),
absorption rapidly increases. Molecular absorption created by
internal vibrations of the molecules results into heat, and this is
not desirable for intra-body communications. On the other hand,
the use of 700 nm to 1000 nm would require the utilization
of larger antennas, which would increase the invasiveness and
limit the applications of iWNSNs. Communications at 700 nm
to 1000 nm within the near-infrared and optical transmission
windows can open the door to potentially biocompatible appli-
cations of iWNSNs.

APPENDIX

There are several ways to express vector spherical wave func-
tions (VSWFs) [22], [33]. The VSWFs utilized in this paper can
be given by [22],

where is from 1 to , is from to , and
is the associated Legendre polynomials. The value of can be
1, 2, or 3, and the corresponding are the first kind of
spherical Bessel function , spherical Neumman function

, and spherical Hankel function of the second kind ,
respectively.
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